Coupling Novelty and Surprise for Evolutionary Divergence
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ABSTRACT
Divergent search techniques applied to evolutionary computation, such as novelty search and surprise search, have demonstrated their efficacy in highly deceptive problems compared to traditional objective-based fitness evolutionary processes. While novelty search rewards unseen solutions, surprise search rewards unexpected solutions. As a result these two algorithms perform a different form of search since an expected solution can be novel while an already seen solution can be surprising. As novelty and surprise search have already shown much promise individually, the hypothesis is that an evolutionary process that rewards both novel and surprising solutions will be able to handle deception in a better fashion and lead to more successful solutions faster. In this paper we introduce an algorithm that realises both novelty and surprise search and we compare it against the two algorithms that compose it in a number of robot navigation tasks. The key findings of this paper suggest that coupling novelty and surprise is advantageous compared to each search approach on its own. The introduced algorithm breaks new ground in divergent search as it outperforms both novelty and surprise in terms of efficiency and robustness, and it explores the behavioural space more extensively.
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1 INTRODUCTION
One of the most critical aspects of optimisation is the design of the objective function — or in the context of evolutionary computation (EC) the fitness function [10]. The fitness function determines how the evolutionary algorithm will explore the search space by assessing the goodness of the evolved solutions. The widely accepted approach is to design a fitness function that explicitly rewards solutions in terms of their goodness towards the objective of the search. Recent findings, however, in the area of divergent evolutionary search [15, 17, 20, 24] suggest that rewarding intrinsic properties of the search can overcome deception [10, 29] which is widely considered a direct measure of problem hardness and a major challenge within EC. The deception of a problem is directly linked to the fitness landscape: the challenge is to design a fitness function capable of guiding search away from local optima, which can, in turn, make the search hard for an objective-based fitness function. Further, an ill-posed fitness function can be detrimental for the search as rewarding local optima drives the search away from the global solution. To overcome such challenges divergent search — instead of an explicit objective — rewards the degree of an individual’s divergence such as the degree of novelty [17] or surprise [15].

Novelty and surprise have been used as core notions in evolutionary divergent search; both strategies have proven to be more successful than objective search in highly deceptive tasks such as in robot maze navigation [15, 17] and in robot locomotion [18]. Novelty search (NS) is built on the principle of open-ended evolution within artificial life [3] which does not consider explicit objectives: instead, the dominant model is open-ended search [1, 31]. Similarly surprise search (SS) is built on the divergent search paradigm and draws from literature in cognitive science and computational creativity suggesting that not only humans are capable of self-surprise but, most importantly, that surprise is a core internal driver of creativity and its final outcomes [12]. It has been empirically found that a human-centric cognitive process as such can help computers solve difficult problems [15, 32]. Deceptive problems are in particular need of such divergent search processes — as shown from earlier studies [15, 17, 20, 24].

Both novelty and surprise search are algorithms for divergent search which ignore the problem’s objectives. However, each algorithm rewards solutions differently: NS rewards solutions which exhibit dissimilar behaviour from those in the current and in previous populations, while SS rewards solutions which diverge from expected behaviours based on past trends. These rewards are orthogonal, since a solution can be novel without being surprising (i.e. this divergence from past solutions is expected), and vice versa if a solution breaks expectations by revisiting explored areas of the search space (i.e. the solution is not novel). Our hypothesis in this paper is that by rewarding both novel and surprising solutions to different degrees, a new type of more sophisticated search can emerge. We argue that by coupling the search for unseen (NS) with the search for unexpected (SS) solutions we will end up with an algorithm that explores unseen points in the search space and at the same time also rewards deviations from predicted search trends.
Combining the two concepts (novelty and surprise) into a single reward mechanism will provide a more nuanced evaluation of divergence and can thus lead evolution to better handle deceptive problems.

To test our hypothesis, we introduce a simple evolutionary algorithm we name novelty-surprise search (NSS) that sums and rewards both the degrees of novelty and surprise of an evolved solution. There are several ways of combining novelty and surprise as concepts, including multi-objective approaches [7], alternating between the two rewards, or merging their deviation formulas. As the first attempt at a combined novelty-surprise search algorithm, this paper uses the simplest alternative of aggregating the novelty score and the surprise score into a single reward. Given that the two concepts are in theory orthogonal, we assume this aggregated approach should be sufficiently efficient. Future work can use the results of NSS as a baseline to test improvements of this simple, yet fast and straightforward method.

In order to evaluate our hypothesis for NSS, we adopt the methodology and the testbed proposed in [17] and used in [15] to evolve robot controllers via neuroevolution of augmenting topologies (NEAT) [27] for three maze navigation tasks. We compare the performance of NSS against novelty search and surprise search via two performance measures: efficiency (i.e. maximum fitness attained) and robustness (i.e. the number of times a problem is solved). Our results show that coupling surprise and novelty improves algorithm performance more than its constituent parts, and proves advantageous with regards to efficiency and robustness.

2 BACKGROUND

The concept of deception in the context of evolutionary computation was introduced by Goldberg [9], as a way to describe instances where highly-fit blocks, when recombined, can lead the search away from the global optimum. Since then, the notion of deception has been refined and expanded, and it is used to describe problems that challenge the evolutionary search for a solution. Deception, sampling error [23] and a rugged fitness landscape [16] are often considered as responsible for EC-hardness; the fitness landscapes, especially in the case of combinatorial optimisation problems, can affect the optimisation process when performing neighbourhood search [26]. This search process assumes there is a high correlation between the fitness of neighbouring points and that genes in the chromosome are independent of each other. Genes’ independence refers to the concept of epistasis [5], which is considered one of the factors of EC-hardness. When too many genes are influenced by other genes in the chromosome, the epistasis is high and the algorithm searches for a unique optimal combination of those genes without any improvement in terms of global fitness [5].

A deceptive landscape, therefore, actively draws away the search from the global optimum and traps the algorithm in some local optima. Several approaches have been proposed to counter this behaviour, as surveyed in [20]. Speciation [27] and niching [30], for example, have been proposed as diversity maintenance approaches as they enforce local competition among similar solutions. Another approach is coevolution, where the fitness is computed based on a competition between individuals in the same population [2]. This should ideally lead to an arms race towards a better gradient for search, but it runs the risk of obtaining only mediocre solutions, as it can happen that either all competitors find a poor solution or one competitor performs so well that the other competitors cannot improve [8].

2.1 Novelty search

Novelty search [17] is a recent alternative to evolutionary search that explicitly ignores the objective of the problem it attempts to solve. This search method selects individuals based on how diverse they are with respect to the solutions found so far. Novelty search therefore attempts to reward novel behaviours in the current population and in past generations, by keeping a novelty archive of past novel behaviours. Novelty search is neither a random nor an exhaustive search, as it learns to explore uncharted areas of the search space [28]. In the general formulation of novelty search, each individual (i) is evaluated based on the distance (d_n) from the n nearest neighbours in both the population and the archive:

\[ n(i) = \frac{1}{n} \sum_{j=0}^{n} d_n(i, j), \]

where \( j \) is the j-th nearest neighbour with respect to novelty distance \( d_n \) and \( n(i) \) is the novelty score for the individual i. Neighbours are selected from the current population and from the novelty archive.

Novelty search has demonstrated its effectiveness in several domains such as maze navigation and robot control [17], generation of images [19] and generation of game content [21, 22].

2.2 Surprise search

Surprise search [32] is an alternative approach to divergent search which rewards unexpected rather than unseen solutions in the search space. This is accomplished via a model that predicts where search will be in the next generation based on the behavioural history of evolution. The derived predictions of the model are used to reward deviations from the expected [13, 32]. Surprise search attempts to mimic a self-surprise process [11] which explores the prediction space instead of the actual behavioural space. It is important to note that the prediction space can be different from the behavioural space. For instance, in the maze navigation problem a prediction can be an unreachable position of the maze.

Surprise search is composed by two main phases: the prediction model (Eq. 2) and the deviation formula (Eq. 3) phases. First the algorithm predicts a number of future behaviours (p) based on a selected number of past behaviours (as determined by the history parameter h) and on the locality of behavioural information (expressed by the k parameter) which are modelled through m:

\[ p = m(h, k). \]

Once the predicted behaviours are in place the algorithm rewards the members of the current population based on the distance of the n closest predicted behaviours of the current generation as follows:

\[ s(i) = \frac{1}{n} \sum_{j=0}^{n} d_s(i, p_{i,j}). \]

where \( s(i) \) is the surprise score of individual i that is computed as the average distance (d_s) of i from its n closest predictions (p_{i,j}).
More details about surprise search can be found in [15, 32]. Sur-prise search was shown to outperform objective search in a de-ceptive environment and to be more robust compared to novelty search [15]. Further, a constrained version of surprise search has been highly effective for game weapon generation tasks [14]. The generated weapons have guaranteed high quality — imposed by weapon balance and weapon effectiveness constraints — and are characterised by high diversity (achieved via the reward of surprise), thereby, directly realising quality diversity [25].

3 COUPLING NOVELTY AND SURPRISE

Earlier work [15, 17] has shown that objectives tend to be counter-productive when searching for the global solution in deceptive problems as they tend to mislead the search and often penalize potentially critical stepping stones of evolution. Divergent search algorithms such as novelty or surprise search, on the other hand, have shown promise in highly deceptive problems even though recent findings have demonstrated that some deceptive problems can be challenging even for divergent search [4].

The difference between novelty and surprise can be exemplified by considering an agent travelling a graph made of nodes connected in a fixed configuration, starting from the node labelled as 1. Every step the agent has to decide which node to visit next, and based on a certain model it will get a reward based on the decision made. The objective of the agent is to maximise the immediate reward of every step, while the final objective is to visit as many different nodes as possible. We set up two different models, where respectively we reward the agent when it visits a novel node (novelty from Eq. (1)) or an unexpected node i (surprise from Eq. (3)). In the first case, an agent would probably try to maximise novelty by looking for novel discovery in every step it takes in the graph: this can easily lead to a situation as in Fig. 1a. In this case, the sequence of discoveries is 1 → 3 → 6 → 7: in this configuration, the agent will get the same reward no matter what it decides. Therefore, if it decides to visit node 4, the agent will never visit nodes 2, 5 and 8, as backtracking (i.e. visiting already visited nodes) is highly discouraged by the novelty reward. Instead, a surprise approach would try to deviate from the patterns learned while visiting the nodes of the graph. In this case, the surprise model has higher chance to visit nodes not visited in the previous example, as backtracking could be the result of a self-surprising behaviour. If we take the same sequence as before (1 → 3 → 6 → 7 → 4), surprise would encourage visiting already seen nodes (for example node 3); if its prediction model has learned to expect a new node in every step, visiting an already seen node is unexpected. Therefore, a surprising approach might lead to visit nodes not explored by novelty, thanks to backtracking. However, the drawback of this model is that a surprising agent can easily get stuck visiting the same nodes in a loop, as backtracking can cause a “circular behaviour” (e.g. it will forever visit already visited points) as pointed out in Fig. 1b.

Therefore, by combining the properties of novelty and surprise models, we can see that the agent would visit the graph in a more extensive way, as a search process that maximises novelty would push for novel discoveries, while a surprise reward would help to backtrack to already visited positions, allowing the agent to discover solutions not explored by novelty alone.

As mentioned in the introduction, the working hypothesis of the paper is that we can equip computers with better search capacities if we couple algorithms with dissimilar properties and ways of operating in the search space. In this paper we combine two divergent algorithms, novelty search and surprise search, and we assume that their complementarity in search — searching for the unseen and searching for the unexpected — can improve an algorithm’s performance compared to merely searching for novel or surprising solutions. As the concept of novelty is orthogonal to that of surprise and surprise can be viewed as temporal novelty [32], combining the two seems to be an approach with great potential. The following section introduces an EC algorithm that couples novelty and surprise into novelty-surprise search (NSS).

3.1 Novelty-surprise search

In the field of evolutionary computation several approaches exist for simultaneously optimising several objectives. While recent literature has proposed several multiobjective evolutionary algorithms [6], the simplest solution is to linearly combine the objectives. In this work we opt for the latter approach, as adding novelty and surprise is trivial and computationally preferred while it represents
4 MAZE NAVIGATION TESTBED

To be able to compare our findings with earlier work in novelty and surprise search [15, 17] we test the NSS algorithm in the well-studied maze navigation task. In this task a simulated mobile robot has to find the goal in a maze in a limited number of simulation steps. The maze is designed by humans and the maze navigation is made deceptive with the presence of several dead ends, which create local optima in the search space. The robot (Fig. 2b) is controlled by an artificial neural network (Fig. 2a), with 10 inputs (6 range-finder sensors and 4 radar sensors) and 2 outputs (which control robot movement): more details can be found in [17].

Three mazes, identified as medium, hard and very hard, are used in this work. The first two mazes were introduced in [17] and have been studied in [15]; the very hard maze is a new maze designed by the authors. The medium maze has several dead ends in the search space (Fig. 3a), but still a straightforward path towards the goal can be found. The hard maze (see Figure 3b) is more deceptive as the path to the goal is more convoluted and goes through more distant areas to the goal than where it starts at. The very hard maze (Fig. 3c) is a modification of the hard maze with more dead ends that make the path to the goal even more complex.

The evolved robot is considered successful if it manages to find the goal within a radius of five units in 400 simulation steps for the medium and hard maze, and 500 steps for the very hard maze; the latter modification is due to the highly deceptive landscape encountered in the very hard maze, which led us to increase empirically the number of steps in order to let at least one algorithm have a reasonable number of successes.

4.1 Algorithm parameters

All three algorithms use NEAT to evolve a robot controller with the same parameters as in [17]. The population size is 250 and evolution is carried out for 300 generations for the medium and hard maze and for 1000 generations for the very hard maze. The NEAT algorithm uses both speciation and recombination, as in [27].

4.1.1 Novelty Search. Novelty search uses the same novelty score and the same parameters used in [17]. While in [17] novelty is calculated as the average distance from the 15 nearest neighbours, the introduction of the new maze in this paper mandates that the $n$ parameter of novelty search is tested empirically. For that purpose we vary $n$ from 5 to 30 in increments of 5 across all mazes and select the $n$ values that yield the lowest average evaluations in 50 independent runs of 300 generations for the medium and hard maze, and 1000 generations for the very hard maze. Based on the results, we select $n = 15$ for all mazes, as it obtains the minimum number of evaluations for each maze considered.

4.1.2 Surprise Search. Surprise search instead uses the surprise score described in Equation (3); as in novelty search, the behaviour of the robot is characterised by its final position in the maze. The surprise score is computed as the Euclidean distance between the robot and the two closest predicted points ($n = 2$) in this paper, whereas the prediction model is based on a one-step linear regression of two past generations ($h = 2$). Note that parameters $n$ and $h$ are domain-dependent and are not selected empirically in this paper—they are instead selected based on the good performance achieved by surprise search in earlier studies [15]. The local behaviours used in the prediction model are obtained through $k$-means clustering in the behavioural space. In contrast to $n$ and $h$ the locality parameter $k$ of Eq. (3) is selected empirically and based on a sensitivity analysis. The $k$ value that yields the least evaluations, on average, in 50 independent runs of the algorithm is selected for each maze. As a result of this selection process $k$ is 100, 50 and 200 in medium, hard and very hard maze respectively.

4.1.3 Novelty-surprise search. NSS uses the novelty and surprise scores described above and combines them linearly as in Eq. (4). The specific parameters of novelty search ($n$) and surprise search
(n, h, k) remain unchanged. A core component of the proposed NSS algorithm is the λ parameter which determines the impact of both novelty and surprise in Eq. (4): higher λ values put more weight on novelty. To select appropriate λ values we run 11 experiments for each maze, each time with a different λ value ranging from 0 to 1 in increments of 0.1. Each experiment is composed of 50 runs of the NSS algorithm with the particular λ parameter.

Fig. 4 shows the average number of evaluations required to find a solution across λ, for each maze. We pick λ values that solve the corresponding maze in the fewest possible evaluations: in the medium maze and hard maze, this happens for λ = 0.6 leading to an average of 14.4·10^3 and 21·10^3 evaluations respectively. In the very hard maze the fewest evaluations on average (57.7·10^3) are found when λ = 0.3.

From this analysis we can argue that in more deceptive problems, the advantage of combining novelty with surprise becomes more visible. In the medium and hard maze, the novelty score is more beneficial, while the surprise score contributes 40% to the final value for best results. Instead, in the very hard maze the surprise score is more prominent for better performance, as its contribution to the NS score through the λ parameter becomes higher. This general effect is obvious when comparing the performance of NSS against the performance of the two baselines algorithms (λ = 0 and λ = 1). A detailed comparison of NSS against novelty and surprise search is presented in the next section.

5 EXPERIMENTS

The maze navigation problem is used to compare the performance of surprise search, novelty search and NSS. The performance metrics analysed are their efficiency and robustness in all three mazes (medium, hard and very hard maze) as proposed in [15]. All results are computed from 50 independent evolutionary runs, while the reported significance is obtained via two-tailed Mann-Whitney U-tests at a 5% significance level. It is important to note that the 50 evolutionary runs analysed here are additional to (and independent of) the ones used for parameter tuning in Section 4.1.

Table 1: Efficiency. Maximum fitness over time on average for each algorithm after a number of evaluations (E), for the three mazes considered. Values in parentheses denote the 95% confidence interval.

<table>
<thead>
<tr>
<th>Maze</th>
<th>E</th>
<th>NS</th>
<th>SS</th>
<th>NSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25·10^3</td>
<td>293.2</td>
<td>291</td>
<td>294</td>
<td>294</td>
</tr>
<tr>
<td>50·10^3</td>
<td>295.7</td>
<td>295</td>
<td>295</td>
<td>295</td>
</tr>
<tr>
<td>75·10^3</td>
<td>298.5</td>
<td>295</td>
<td>295</td>
<td>295</td>
</tr>
<tr>
<td>Hard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25·10^3</td>
<td>283.6</td>
<td>284</td>
<td>291</td>
<td>291</td>
</tr>
<tr>
<td>50·10^3</td>
<td>294.2</td>
<td>293</td>
<td>295</td>
<td>295</td>
</tr>
<tr>
<td>75·10^3</td>
<td>295.7</td>
<td>295</td>
<td>295</td>
<td>295</td>
</tr>
<tr>
<td>Very hard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75·10^3</td>
<td>271.3</td>
<td>286</td>
<td>291</td>
<td>291</td>
</tr>
<tr>
<td>150·10^3</td>
<td>282.0</td>
<td>293</td>
<td>294</td>
<td>294</td>
</tr>
<tr>
<td>250·10^3</td>
<td>292.4</td>
<td>296</td>
<td>296</td>
<td>296</td>
</tr>
</tbody>
</table>

5.1 Efficiency

As in the analysis in [15, 17], efficiency is defined as the maximum fitness over time: based on [17], fitness is defined as 300 − d(i) where d(i) is the Euclidean distance between the final position of robot i and the goal.

Table 1 shows the fitness of the three algorithms considered, for each maze, where values are averaged across 50 runs of each algorithm and the values in parentheses represent the 95% confidence interval of the average. In the medium maze, the efficiency of the three algorithms is really similar, even if on average NSS is slower at the beginning and eventually becomes faster than novelty and surprise search, especially between 10,000 and 35,000 evaluations. At the end of 75,000 evaluations, the differences are not statistically significant (p > 0.05). In the hard maze, NSS outperforms both NS and SS between 25,000 and 50,000 evaluations (see Table 1). Again no statistical significance can be established for final fitness (p > 0.05). In the very hard maze, Table 1 shows that NSS outperforms SS in the first 150,000 evaluations, and it outperforms NS for the entire evolutionary process.

5.2 Robustness

In this section we compare the algorithms’ robustness defined as the number of successes obtained by the algorithm across time (i.e. evaluations). Fig. 5 shows the robustness of all three algorithms for each maze, collected from 50 independent runs.

In the medium maze (Fig. 5a) NSS is able to find on average more solutions than novelty search, and is also faster on average (see Table 2). On the other hand, NSS outperforms SS only in the interval between 15,000 and 50,000 evaluations.

In the more deceptive hard maze (Fig. 5b) the benefit of combining novelty and surprise is more visible. NSS clearly outperforms novelty search for the entire evolutionary process, and it outperforms surprise search between 7,500 and 40,000 evaluations. In terms of average number of evaluations, NSS is significantly faster than novelty search and faster than surprise search (see Table 2).

In the last and most deceptive testbed, the very hard maze, NSS is significantly faster than NS and faster than SS. Fig. 5c shows how combining novelty and surprise can improve substantially the performance: from 20,000 evaluations NS becomes slower in
comparison to NSS while SS also fall behind between 10,000 and 35,000 evaluations. As can be seen from Table 2, NSS needs fewer evaluations to solve this maze, and is significantly faster than NS and faster than SS.

As a general conclusion from the robustness comparisons we can clearly observe that coupling novelty and surprise yields better performance both in terms of solutions found and in terms of evaluations for discovering a solution, especially in the two harder mazes where the benefits of NSS are more evident.

5.3 Further analysis

Additional insights on the performance of NSS can be gleaned by analysing the output in the behavioural space as well as the genotypic space. For theformer, we observe the heatmaps of robot positions in a number of typical runs for each algorithm in Section 5.3.1. For the latter, we present a number of metrics computed from the final ANNs evolved by the three algorithms in Section 5.3.2.

5.3.1 Behavioural Space: Typical Examples. Table 3 shows a comparison between typical runs for novelty, surprise and NSS, computed from experiments in the three mazes. Each entry describes the number of evaluations \( E \) taken by the algorithm to find the solution and the heatmap shows the robots’ final positions throughout all evaluations. Moreover their corresponding entropy \( H \) is shown as a measure of their spatial diversity. For each maze, the runs shown are chosen so that the number of evaluations until a solution is discovered are similar among the three algorithms. Not surprisingly, the table shows that NSS is able to explore a larger part of the maze, especially for the hard and very hard mazes: the heatmaps show that NSS results in a more sparse distribution of final robot positions. Furthermore, the entropy values show that, in the hard and very hard maze, the diversity of final positions is always higher for each typical run considered. Investigating other runs with different \( E \) values indicated that the difference in entropy values increases when evolution takes longer to find a solution. Therefore we can infer that combining novelty with surprise is beneficial also for exploring the behavioural space: while novelty searches for unexplored points of the maze, surprise search pushes for unexpected points of the maze, which can involve backtracking to already visited places; their combination augments their respective search capacities.

5.3.2 Genotypic Space. Following the analysis presented in [15], Table 4 shows the metrics collected from the final ANNs evolved by the three algorithms, focusing on two main aspects: their complexity and their diversity. Genomic complexity is defined as the number of hidden nodes and as the number of connections in the final ANNs, while genomic diversity is measured as the average pairwise distance of the final ANNs evolved. This distance is computed with the compatibility metric, a linear combination of disjoint genes, excess genes and difference in weights, as described in [27]. In terms of genomic complexity, we observe that NSS evolves ANNs larger than novelty search but at the same time smaller than surprise search; the same behaviour can be observed in terms of number of connections. This means that NSS is able to outperform surprise search without creating as complex networks, which alleviates the computational effort needed to evolve complex and large ANNs. In terms of genomic compatibility, NSS does not yield the same diversity as surprise search, but the ANNs are more diverse compared to novelty search. This is probably due to the average size of networks generated by the NSS algorithm. The size affects the disjoint and excess metrics, as it is less probable to have very diverse networks when their size is smaller compared to the ones generated by surprise search.
Table 3: Behavioural Space. Typical successful runs solved after a number of evaluations ($E$) on the three mazes examined. Heatmaps illustrate the aggregated numbers of final robot positions across all evaluations. Note that white space in the maze indicates that no robot visited that position. The entropy ($H \in [0,1]$) of visited positions is also reported and is calculated as follows: $H = (1/\log C) \sum_i (v_i/V) \log(v_i/V)$; where $v_i$ is the number of robot visits in a position $i$, $V$ is the total number of visits and $C$ is the total number of discretized positions (cells) considered in the maze.

<table>
<thead>
<tr>
<th>Maze</th>
<th>Novelty Search</th>
<th>Surprise Search</th>
<th>NSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium Maze</td>
<td><img src="image1.png" alt="Medium Maze" /></td>
<td><img src="image2.png" alt="Medium Maze" /></td>
<td><img src="image3.png" alt="Medium Maze" /></td>
</tr>
<tr>
<td></td>
<td>$E = 25000$</td>
<td>$E = 25000$</td>
<td>$E = 25000$</td>
</tr>
<tr>
<td></td>
<td>$H = 0.63$</td>
<td>$H = 0.60$</td>
<td>$H = 0.62$</td>
</tr>
<tr>
<td>Hard Maze</td>
<td><img src="image4.png" alt="Hard Maze" /></td>
<td><img src="image5.png" alt="Hard Maze" /></td>
<td><img src="image6.png" alt="Hard Maze" /></td>
</tr>
<tr>
<td></td>
<td>$E = 25000$</td>
<td>$E = 25000$</td>
<td>$E = 25000$</td>
</tr>
<tr>
<td></td>
<td>$H = 0.61$</td>
<td>$H = 0.62$</td>
<td>$H = 0.65$</td>
</tr>
<tr>
<td>Very Hard Maze</td>
<td><img src="image7.png" alt="Very Hard Maze" /></td>
<td><img src="image8.png" alt="Very Hard Maze" /></td>
<td><img src="image9.png" alt="Very Hard Maze" /></td>
</tr>
<tr>
<td></td>
<td>$E = 75000$</td>
<td>$E = 75000$</td>
<td>$E = 75000$</td>
</tr>
<tr>
<td></td>
<td>$H = 0.63$</td>
<td>$H = 0.69$</td>
<td>$H = 0.71$</td>
</tr>
</tbody>
</table>

6 DISCUSSION

In this paper we have shown that by coupling novelty and surprise search we can obtain an algorithm that is as efficient as and more robust than novelty search or surprise search alone in the maze navigation domain. Combining two different yet powerful ways of divergent search ends up being beneficial with respect to search; the NSS algorithm searches for novel solutions, which means exploring not yet seen points in the search space, and at the same time also rewards surprising solutions, which means deviating from predicted behavioural trends. In fact, when novelty search finds a highly novel solution, this will likely be still considered novel for several generations until it gains sufficient neighbours. On the other hand, surprise search will consider a solution surprising only in the first generation it appears, as the prediction model will change in the following generations; this has the drawback that a really good solution in terms of global fitness can be eliminated by surprise search because it is not surprising anymore. By aggregating the novelty and surprise scores in NSS, we eliminate both of these drawbacks: novelty is able to “maintain” surprising solutions from evolutionary rejection (if they also have a high novelty score) and, at the same time, very novel solutions have less impact on the selection mechanism as their surprise score degrades throughout evolution.

As seen in the behaviour analysis of the testbed navigation task, the coupling is beneficial for search as it pushes robot controllers to spread out and explore the behavioural space more extensively.

While these results already demonstrate the advantages of NSS as a combined form of divergent search, more work needs to be performed to explore the full potential of this coupling. As NSS couples novelty and surprise linearly, it cannot exploit various combinations of novelty and surprise in a dynamic fashion. This static behaviour of NSS limits the capabilities of the algorithm. A direct solution to this limitation is a multiobjective implementation of NSS. Future work will investigate whether using a multiobjective evolutionary algorithm such as NSGA-II [7] can lead to better performance in terms of efficiency and robustness. Moreover future work will explore how NSS can be applied in non-NEAT representations (for example for game weapon generation [14]) and how behaviour characterization can affect the performance of the algorithm.

7 CONCLUSIONS

This paper has introduced the novelty-surprise search algorithm which couples novelty and surprise search and tested its performance in the maze navigation domain. The results show that combining novelty and surprise can be advantageous in terms of efficiency, robustness and behavioural diversity. Furthermore, evolving individuals via NSS exhibits a greater exploratory capacity. Evidently, combining novelty and surprise search allows search to eliminate, in part, limitations inherent in novelty search and surprise search, as it outperforms the performance of the two algorithms when tested on their own.
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Table 4: Genotypic Space. Metrics of genomic complexity and diversity of the final ANNs evolved using NEAT, averaged across successful runs. Values in parentheses denote standard deviations. Significance against novelty, significance against surprise.

<table>
<thead>
<tr>
<th>Maze</th>
<th>Algorithm</th>
<th>Genomic Complexity</th>
<th>Genomic Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Connections</td>
<td>Hidden Nodes</td>
</tr>
<tr>
<td>Medium</td>
<td>NS</td>
<td>29.0 (6.1)</td>
<td>2.2 (1.0)</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>32.8 (15.0)</td>
<td>2.3 (1.4)</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>26.4 (6.4)</td>
<td>2.3 (1.4)</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>29.7 (8.3)</td>
<td>2.3 (1.1)</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>50.8 (20.7)</td>
<td>3.8 (2.3)</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>37.3 (15.8)</td>
<td>2.8 (1.9)</td>
</tr>
<tr>
<td>Hard</td>
<td>NS</td>
<td>42.0 (14.5)</td>
<td>3.2 (1.9)</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>101.9 (52.4)</td>
<td>6.9 (3.6)</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>81.1 (46.4)</td>
<td>5.7 (3.0)</td>
</tr>
</tbody>
</table>